
INTERMEDIATE DIMENSIONS UNDER SELF-AFFINE CODINGS
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Abstract. Intermediate dimensions were recently introduced by Falconer, Fraser, and

Kempton [Math. Z., 296, (2020)] to interpolate between the Hausdorff and box-counting

dimensions. In this paper, we show that for every subset E of the symbolic space, the

intermediate dimensions of the projections of E under typical self-affine coding maps are

constant and given by formulas in terms of capacities. Moreover, we extend the results

to the generalized intermediate dimensions introduced by Banaji [Monatsh. Math., 202,

(2023)] in several settings, including the orthogonal projections in Euclidean spaces and

the images of fractional Brownian motions.

1. Introduction

The study on the dimensions of projections of sets has a long history. For a survey of

this topic, please refer to [12]. In this paper, we focus on the intermediate dimensions of

projections of sets under the coding maps associated with typical affine iterated function

systems.

In what follows, we fix a family of d×d invertible real matrices T1, . . . , Tm with ‖Tj‖ < 1

for 1 ≤ j ≤ m. Let a = (a1, . . . , am) ∈ Rdm. By an affine iterated function system (affine

IFS) we mean a finite family Fa = {fa
j }mj=1 of affine maps taking the form

fa
j (x) = Tjx+ aj for 1 ≤ j ≤ m.

Here we write fa
j instead of fj to emphasize its dependence on a. It is well known [17]

that there exists a unique non-empty compact set Ka such that

Ka =
m⋃
j=1

fa
j (Ka).

We call Ka the self-affine set generated by Fa. Write Σ := {1, . . . ,m}N. The (self-affine)

coding map πa : Σ→ Rd associated with Fa is

(1.1) πa(i) := lim
n→∞

fa
i1
◦ · · · ◦ fa

in(0) for i = i1 . . . in . . . ∈ Σ.

It is well known [17] that Ka = πa(Σ).
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There is a good deal of work studying various dimensional properties of projected sets

and measures under typical coding maps [7, 14, 18, 19, 20, 21, 25]. Let Ld denote the

Lebesgue measure on Rd. In his seminal paper [7], Falconer showed that the Hausdorff

and box-counting dimensions of self-affine sets Ka = πa(Σ) remain as a common constant

for Ldm-a.e. a provided that ‖Tj‖ < 1/3 for all j. The upper bound in this norm condition

was later relaxed to 1/2 by Solomyak [25]. Assuming ‖Tj‖ < 1/2 for all j, very recently

Feng, Lo, and Ma [14] showed that for every Borel set E ⊂ Σ, each of the Hausdorff,

packing, upper, and lower box-counting dimensions of πa(E) is constant for Ldm-a.e. a. In

this paper, letting E ⊂ Σ, we obtain an analogous constancy result about the intermediate

dimensions of πa(E) for Ldm-a.e. a.

Intermediate dimensions were introduced by Falconer, Fraser, and Kempton [13] to

interpolate between the Hausdorff and box-counting dimensions; see [11] for a survey. To

avoid problems of definition, throughout the paper we assume that all the sets, whose

dimensions are considered, are non-empty and bounded. Denote the diameter of a set

U ⊂ Rd by |U |.

Definition 1.1. Let F ⊂ Rd. For 0 ≤ θ ≤ 1, the upper θ-intermediate dimension of F

is defined by

dimθF = inf{s ≥ 0: for all ε > 0, there exists r0 ∈ (0, 1] such that for all r ∈ (0, r0),

there exists a cover {Ui} of F such that r1/θ ≤ |Ui| ≤ r for all i and
∑
i

|Ui|s ≤ ε}

and the lower θ-intermediate dimension of F is defined by

dimθF = inf{s ≥ 0: for all ε > 0 and r0 ∈ (0, 1], there exists r ∈ (0, r0) and

a cover {Ui} of F such that r1/θ ≤ |Ui| ≤ r for all i and
∑
i

|Ui|s ≤ ε}.

It is immediate that the Hausdorff dimension dimH F , the upper box-counting dimen-

sion dimBF , and the lower box-counting dimension dimBF are the extreme cases of the

θ-intermediate dimensions. Specifically,

dimH F = dim0F = dim0F, dimBF = dim1F, and dimBF = dim1F.

Despite their extremely recent introduction, the intermediate dimensions have already

seen interesting applications. For example, Burrell, Falconer and Fraser [6, Section 6]

showed that if F is a subset of Rd such that limθ→0 dimθF = dimH F , then dimH F ≥ m

if and only if dimBPV F = m for almost all m-dimensional subspace V of Rd, where PV
denotes the orthogonal projection onto V . More recently Banaji and Kolossváry [2] de-

termined a precise formula for the intermediate dimensions of Bedford-McMullen carpets

and made an unexpected connection to multifractal analysis.

Below we state our first main result on the θ-intermediate dimensions of πa(E) for

E ⊂ Σ in terms of the capacity dimensions dimC,θE, dimC,θE whose rigorous definitions

are given in Definition 2.4.

Theorem 1.2. Let 0 < θ ≤ 1 and E ⊂ Σ. Then the following hold.

2



(i) For all a ∈ Rmd,

dimθπ
a(E) ≤ dimC,θE and dimθπ

a(E) ≤ dimC,θE.

(ii) Assume ‖Tj‖ < 1/2 for 1 ≤ j ≤ m. Then for Ldm-a.e. a ∈ Rdm,

dimθπ
a(E) = dimC,θE and dimθπ

a(E) = dimC,θE.

We remark that the assumption that ‖Tj‖ < 1/2 for 1 ≤ j ≤ m can be weaken to

maxi 6=j(‖Ti‖ + ‖Tj‖) < 1. Indeed the first assumption is only used to guarantee the

self-affine transversality; see Lemma 4.2. As pointed out in [4, Proposition 9.4.1], the

second assumption is sufficient for the self-affine transversality.

Theorem 1.2 is proved through a capacity approach by adapting and extending some

ideas in [6, 10, 14]. Our definitions of kernels are inspired by, but different from that of

Burrell, Falconer, and Fraser [6] where the projection theorems are established for the

θ-intermediate dimensions under the orthogonal projections in Euclidean spaces. It is

these new kernels that reveal a unified computational scheme and pave the way for the

extensions to the generalized intermediate dimensions.

In [1], Banaji generalized the θ-intermediate dimensions to the so-called Φ-intermediate

dimensions dimΦF , dimΦF (see Definition 5.1) by replacing the size condition r1/θ ≤
|Ui| ≤ r in Definition 1.1 with Φ(r) ≤ |Ui| ≤ r, where Φ is an admissible function. Here

a function Φ is called admissible if there exists some Y > 0 such that Φ is monotonic on

(0, Y ), and satisfies 0 < Φ(r) ≤ r for 0 < r < Y and limr→0 Φ(r)/r = 0. In particular, we

get the θ-intermediate dimensions when Φ(r) = r1/θ (0 < θ < 1) and the box-counting

dimensions when Φ(r) = −r/ log r (see [1, Proposition 3.2]).

It is natural to ask whether there are some results analogous to Theorem 1.2 for the

Φ-intermediate dimensions. Our answer is affirmative. Moreover, our strategy can be

exploited to study the Φ-intermediate dimensions in several settings, including the or-

thogonal projections in Euclidean spaces and the images of fractional Brownian mo-

tions. For the clarity of illustration, we separately state the settings where we study the

Φ-intermediate dimensions.

Setting 1.3. Let T1, . . . , Tm be a fixed family of contracting d×d invertible real matrices.

Write Σ = {1, . . . ,m}N. For a = (a1, . . . , am) ∈ Rdm, let πa : Σ→ Rd be the coding map

associated with the affine IFS {Tjx+ aj}mj=1 (see (1.1)).

Setting 1.4. Let G(d,m) be the Grassmannian of m-dimensional subspaces of Rd and

γd,m be the natural invariant probability measure on G(d,m). For V ∈ G(d,m), let PV
be the orthogonal projection from Rd onto V .

Setting 1.5. For 0 < α < 1, the index-α fractional Brownian motion is the Gaussian

random function Bα : Rd → Rm that with probability 1 is continuous with Bα(0) = 0

and such that the increments Bα(x) − Bα(y) are multivariate normal with the mean

vector 0 ∈ Rm and the covariance matrix diag(|x− y|2α, . . . , |x− y|2α) ∈ Rm×m. Denote

the underlying probability space as (Ω,P). In particular, Bα = (Bα,1, . . . , Bα,m), where

Bα,i : Rd → R are independent index-α fractional Brownian motions with distributions
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given by

(1.2) P{Bα,i(x)−Bα,i(y) ∈ A} =
1√

2π|x− y|α

∫
A

exp

(
− t2

2|x− y|2α

)
dt

for each Borel set A ⊂ R.

Now we are ready to present our results for the Φ-intermediate dimensions using the

generalized capacity dimensions dimC,ΦE, dimC,ΦE (see Definition 5.6) and generalized

dimension profiles dimτ
ΦE, dimτ

ΦE (see Definition 5.7).

Theorem 1.6. Let Φ be an admissible function. Suppose

(1.3) lim
r→0

rε log Φ(r) = 0 for all ε > 0.

Then the following hold.

(i) In Setting 1.3, let E ⊂ Σ. Then for all a ∈ Rdm,

dimΦπ
a(E) ≤ dimC,ΦE and dimΦπ

a(E) ≤ dimC,ΦE.

Assume ‖Tj‖ < 1/2 for 1 ≤ j ≤ m. Then for Ldm-a.e. a ∈ Rdm,

dimΦπ
a(E) = dimC,ΦE and dimΦπ

a(E) = dimC,ΦE.

(ii) In Setting 1.4, let E ⊂ Rd. Then for all V ⊂ G(d,m),

(1.4) dimΦPVE ≤ dimm
ΦE and dimΦPVE ≤ dim

m

ΦE.

Moreover, for γd,m-a.e. V ∈ G(d,m),

dimΦPVE = dimm
ΦE and dimΦPVE = dim

m

ΦE.

(iii) In Setting 1.5, let E ⊂ Rd. Then almost surely,

(1.5) dimΦBα(E) =
1

α
dimαm

ΦαE and dimΦBα(E) =
1

α
dim

αm

ΦαE,

where Φα is defined in (5.12).

In [1], Banaji asks whether the potential-theoretic methods in [5, 6] can be adapted

to study the Φ-intermediate dimensions. This is answered affirmatively by Theorem 1.6

based on the kernels in Definition 5.3 and the condition (1.3). Note that (1.3) holds if

lim infr→0 log r/ log Φ(r) > 0, which is satisfied by Φ(r) = r1/θ (0 < θ < 1) and Φ(r) =

−r/ log r. There are more general functions satisfying (1.3), for example, Φ(r) = r− log r.

Recently, there have been substantial advancements on giving conditions for the di-

mensions of self-affine sets and measures to attain the affinity and Lyapunov dimensions;

see [3, 16, 24]. We may expect some reasonable conditions on a and T1, . . . , Tm such

that the intermediate and capacity dimensions coincide in specific settings. It is not hard

to see that the equalities in Theorem 1.2(ii) hold when the underlying IFS consists of

similarities and satisfies the strong separation condition (see Example 6.1).

The paper is organized as follows. In Section 2, we provide the definitions of the

intermediate and capacity dimensions. Then the proofs of (i) and (ii) of Theorem 1.2 are

respectively given in Section 3 and Section 4. After introducing the generalized capacity
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dimensions and the generalized dimension profiles, we prove Theorem 1.6 in Section 5.

Finally, a few remarks are given in the last section.

2. Preliminaries

Throughout this paper, we shall mean by a . b that a ≤ Cb for some positive constant

C, and write a ≈ b if a . b and b . a. If the constant C depends on some parameters,

we sometimes write the parameters in the subscript to emphasize the dependency. For

example, if a ≤ Cb for some constant C depending on parameters α and β, we write

a .α,β b. We denote the natural logarithm by log and the natural exponential by exp.

By # we denote the cardinality of a finite set. In a metric space, the closed ball centered

at x with radius r is denoted by B(x, r), and the closure of a set E is denoted by E.

2.1. Intermediate dimensions. As noted in [6], it is convenient to work with some

equivalent definitions of the θ-intermediate dimensions. These definitions are expressed

as limits of logarithms of sums over covers. For s ≥ 0, 0 < θ ≤ 1, and E ⊂ Rd, define

Ssθ,r(E) = inf

{∑
i

|Ui|s : {Ui} is a cover of E with r1/θ ≤ |Ui| ≤ r

}
.

Lemma 2.1. Let 0 < θ ≤ 1. Then for E ⊂ Rd,

dimθE =

(
the unique s ∈ [0, d] such that lim inf

r→0

logSsθ,r(E)

− log r
= 0

)
and

dimθE =

(
the unique s ∈ [0, d] such that lim sup

r→0

logSsθ,r(E)

− log r
= 0

)
.

Lemma 2.1 is a direct consequence of the following result.

Lemma 2.2 ([6, Lemma 2.1]). Let 0 < θ ≤ 1 and E ⊂ Rd. For 0 < r ≤ 1 and

0 ≤ t ≤ s ≤ d,

−(1/θ)(s− t) ≤
logSsθ,r(E)

− log r
−

logStθ,r(E)

− log r
≤ −(s− t).

In particular, there is a unique s ∈ [0, d] such that lim infr→0
logSsθ,r(E)

− log r
= 0 and a unique

s ∈ [0, d] such that lim supr→0

logSsθ,r(E)

− log r
= 0.

2.2. Capacity dimensions. Let T1, . . . , Tm be a fixed family of contracting d × d in-

vertible real matrices. Recall Σ = {1, . . . ,m}N. For n ∈ N, write Σn := {1, . . . ,m}n and

Σ∗ :=
⋃∞
n=1 Σn

⋃
{∅}, where ∅ denotes the empty word. Write |I| := n for I ∈ Σn. For

x = (xk)
∞
k=1 ∈ Σ and n ∈ N, denote x|n := x1 · · ·xn. For I = i1 · · · in ∈ Σn, define

[I] := {x ∈ Σ: x|n = I} and TI := Ti1 · · ·Tin .

By convention we let x|0 = ∅ and T∅ be the identity map on Rd. Let x ∧ y denote

the common initial segment of x, y ∈ Σ. Endow Σ with the canonical metric d(x, y) :=

exp(−|x∧ y|) for x, y ∈ Σ. By convention we set µ(I) := µ([I]) for I ∈ Σ∗ and any Borel
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measure µ on Σ. For any d × d real matrix T , the singular values of T are decreasingly

denoted by α1(T ), . . . , αd(T ).

Following [19], for r > 0 we define

(2.1) Zr(x ∧ y) =

{∏d
k=1 min{1, r

αk(Tx∧y)
} if x 6= y

1 if x = y
for x, y ∈ Σ.

For 0 ≤ s ≤ d, 0 < θ ≤ 1, and r > 0, we introduce the kernel

(2.2) Jsθ,r(x ∧ y) := max
r1/θ≤u≤r

u−sZu(x ∧ y) for x, y ∈ Σ.

Let P(E) denote the set of Borel probability measures supported on a compact set E.

For compact set E ⊂ Σ, the capacity of E is defined by

(2.3) Cs
θ,r(E) =

(
inf

µ∈P(E)

∫∫
Jsθ,r(x ∧ y) dµ(x)dµ(y)

)−1

.

By convention we set Cs
θ,r(E) := Cs

θ,r(E) for non-compact subset E ⊂ Σ. Thus we can

assume, without loss of generality, that the set whose capacities are considered is compact.

The existence of equilibrium measures for kernels and the relationship between the

minimal energy and the corresponding potentials is standard in classical potential theory.

We state this in a convenient form for the positive symmetric continuous kernels (cf. [15,

Theorem 2.4] or [10, Lemma 2.1]).

Lemma 2.3. Let E be a non-empty compact set in a metric space, and let K : E ×E →
(0,+∞) be a continuous function such that K(x, y) = K(y, x). Then there is some

measure µ0 ∈ P(E) such that∫∫
K(x, y) dµ0(x)dµ0(y) =

1

CK(E)
,

where CK(E) =
(
infµ∈P(E)

∫∫
K(x, y) dµ(x)dµ(y)

)−1
. Moreover,

(2.4)

∫
K(x, y) dµ0(y) ≥ 1

CK(E)
for all x ∈ E,

with equality for µ0-a.e. x ∈ E.

A measure µ0 in Lemma 2.3 is called an equilibrium measure for the kernel K. Now

we are ready to introduce the capacity dimensions.

Definition 2.4 (capacity dimensions). Let 0 < θ ≤ 1 and E ⊂ Σ. The lower and upper

capacity dimensions of E are respectively defined by

dimC,θE =

(
the unique s ∈ [0, d] such that lim inf

r→0

logCs
θ,r(E)

− log r
= 0

)
,

and

dimC,θE =

(
the unique s ∈ [0, d] such that lim sup

r→0

logCs
θ,r(E)

− log r
= 0

)
.

Definition 2.4 is justified by the following lemma, an analog of [6, Lemma 3.2]. For

completeness, we include a detailed proof.
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Lemma 2.5. Let 0 < θ ≤ 1 and E ⊂ Σ. Then for 0 < r ≤ 1 and 0 ≤ t ≤ s ≤ d,

(2.5) − (1/θ)(s− t) ≤
logCs

θ,r(E)

− log r
−

logCt
θ,r(E)

− log r
≤ −(s− t).

In particular, there is a unique s ∈ [0, d] such that lim infr→0
logCsθ,r(E)

− log r
= 0 and a unique

s ∈ [0, d] such that lim supr→0

logCsθ,r(E)

− log r
= 0.

Proof. Since 0 < r ≤ 1 and 0 ≤ t ≤ s, it follows from (2.2) that for x, y ∈ Σ,

(2.6)

r(1/θ)(s−t)Jsθ,r(x ∧ y) = r(1/θ)(s−t) max
r1/θ≤u≤r

u−sZu(x ∧ y)

= r(1/θ)(s−t) max
r1/θ≤u≤r

u−(s−t)u−tZu(x ∧ y)

≤ max
r1/θ≤u≤r

u−tZu(x ∧ y) by u ≥ r1/θ

= J tθ,r(x ∧ y)

= max
r1/θ≤u≤r

us−tu−sZu(x ∧ y)

≤ rs−tJsθ,r(x ∧ y) by u ≤ r.

Without loss of generality assume that E is compact. By Lemma 2.3, there exists an

equilibrium measure µ0 on E for the kernel J tθ,r(x ∧ y). Then

r(1/θ)(s−t)(Cs
θ,r(E))−1 ≤ r(1/θ)(s−t)

∫∫
Jsθ,r(x ∧ y) dµ0(x)dµ0(y)

≤
∫∫

J tθ,r(x ∧ y) dµ0(x)dµ0(y) by (2.6)

= (Ct
θ,r(E))−1,

and so

(2.7) r(1/θ)(s−t)Ct
θ,r(E) ≤ Cs

θ,r(E).

Similarly,

(2.8) Cs
θ,r(E) ≤ rs−tCt

θ,r(E).

By (2.7) and (2.8), taking logarithms and making a rearrangement give (2.5).

Taking limits of the quotients in (2.5) shows that the functions

(2.9) s 7→ lim inf
r→0

logCs
θ,r(E)

− log r
and s 7→ lim sup

r→0

logCs
θ,r(E)

− log r

are strictly decreasing and continuous on [0, d]. Since J0
θ,r(x ∧ y) = Zr(x ∧ y) ≤ 1, we

have C0
θ,r(E) ≥ 1. This implies

(2.10) lim inf
r→0

logC0
θ,r(E)

− log r
≥ 0 and lim sup

r→0

logC0
θ,r(E)

− log r
≥ 0.
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On the other hand, since r−dZr(x ∧ y) =
∏d

k=1 min{1/r, 1/αk(Tx∧y)} ≥ 1 for 0 < r ≤ 1,

we have

Jdθ,r(x ∧ y) = max
r1/θ≤u≤r

u−dZu(x ∧ y) ≥ 1.

Hence Cd
θ,r(E) ≤ 1, and so

(2.11) lim inf
r→0

logCd
θ,r(E)

− log r
≤ 0 and lim sup

r→0

logCd
θ,r(E)

− log r
≤ 0.

Based on (2.10) and (2.11), the proof is completed by the continuity and strict mono-

tonicity of the functions in (2.9). �

3. Proof of Theorem 1.2(i)

We begin with a simple geometric observation.

Lemma 3.1 ([14, Lemma 3.2]). Let a ∈ Rdm. Then

Nr (πa([I])) .d,a
1

Zr(I)
for I ∈ Σ∗ and r > 0,

where Nr(F ) denotes the minimal number of sets with diameter r needed to cover any

bounded set F ⊂ Rd.

Next we deduce an upper bound on Ssθ,r(π
a(E)) from a lower bound on the potentials

of a measure with respect to the kernel Jsθ,r(x ∧ y).

Proposition 3.2. Let 0 ≤ s ≤ d, 0 < θ ≤ 1, and a ∈ Rdm. Let E ⊂ Σ be a non-empty

compact set. If for 0 < r ≤ 1 there exist µ ∈ P(E) and γ > 0 such that∫
Jsθ,r(x ∧ y) dµ(y) ≥ γ for all x ∈ E,

then for all sufficiently small r > 0,

Ssθ,r(π
a(E)) .d,a,θ

log(1/r)

γ
.

For the proof of Proposition 3.2, we adapt some ideas from the proof of [6, Lemma 4.4].

The overall strategy is to find a cover consisting of balls of relatively large measure and

appropriate diameters. To this end, the authors of [6] replace the balls of large measure

but diameters exceeding rθ with the collections of balls of diameter rθ; see the discussion

about Ei and Fi in the proof of [6, Lemma 4.4]. However, instead of only dealing with the

oversize balls, here we replace each of the cylinders of large measure with the collections

of sets of appropriate diameters based on the kernel Jsθ,r(x ∧ y); see (3.4) and (3.5).

Proof of Proposition 3.2. Let x ∈ E. Set `(x) := min{n ∈ N : α1(Tx|n) ≤ r1/θ}. Write

α+ := max1≤j≤m‖Tj‖ and ` := d(1/θ) log r/ logα+e. Then `(x) ≤ ` since

α1(Tx|`) = ‖Tx|`‖ ≤ ‖Tx1‖ · · · ‖Tx`‖ ≤ α`+ ≤ r1/θ.
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For n ≥ `(x) and u ≥ r1/θ, it follows from (2.1) that Zu(x|n) = 1, and so

(3.1) Jsθ,r(x|n) = max
r1/θ≤u≤r

u−s = r−s/θ.

This implies

γ ≤
∫
Jsθ,r(x ∧ y) dµ(y)

=

`(x)−1∑
n=0

Jsθ,r(x|n)µ{y ∈ Σ: |x ∧ y| = n}

+ r−s/θ

 ∞∑
n=`(x)

µ{y ∈ Σ: |x ∧ y| = n}+ µ({x})

 by (3.1)

=

`(x)−1∑
n=0

Jsθ,r(x|n) [µ(x|n)− µ(x|(n+ 1))] + r−s/θµ(x|`(x))

≤
`(x)∑
n=0

Jsθ,r(x|n)µ(x|n) by (3.1).

Hence there exists an integer n(x) ∈ [0, `(x)] such that

(3.2) Jsθ,r(x|n(x))µ(x|n(x)) ≥ γ

`(x) + 1
≥ γ

`+ 1
.

By (2.2), there exists some δ(x) ∈ [r1/θ, r] such that Jsθ,r(x|n(x)) = δ(x)−sZδ(x)(x|n(x)).

Then (3.2) implies

(3.3) δ(x)−sZδ(x)(x|n(x))µ(x|n(x)) ≥ γ

`+ 1
.

Since {[x|n(x)]}x∈E is a cover of E and n(x) ≤ `, we can find a disjoint subcover Γ by

the net structure of Σ. By (3.3), for each I ∈ Γ there exists some δI ∈ [r1/θ, r] such that

(3.4)
δsI

ZδI (I)
≤ `+ 1

γ
µ(I).

Clearly {πa([I])}I∈Γ is a cover of πa(E) since Γ covers E. By Lemma 3.1, we can find for

each πa([I]) a cover DI consisting of sets with diameter δI ∈ [r1/θ, r] such that

(3.5) #DI .d,a
1

ZδI (I)
.

Then
⋃
I∈ΓDI is a cover of πa(E) with sets of diameters in [r1/θ, r]. Finally,

Ssθ,r(π
a(E)) ≤

∑
I∈Γ

∑
B∈DI

|B|s =
∑
I∈Γ

#DI · δsI

.d,a
∑
I∈Γ

δsI
ZδI (I)

by (3.5)

≤
∑
I∈Γ

`+ 1

γ
µ(I) by (3.4)
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=
`+ 1

γ
by Γ disjoint.

This finishes the proof since `+ 1 .θ log(1/r) when r is small. �

Now we are ready to prove (i) of Theorem 1.2.

Proof of Theorem 1.2(i). Since the θ-intermediate dimensions and capacity dimensions

of a set remain the same after taking closure, without loss of generality we can assume

that E is compact.

Let 0 ≤ s ≤ d. For 0 < r ≤ 1, by Lemma 2.3 there exists an equilibrium measure

µr ∈ P(E) for the kernel Jsθ,r(x ∧ y) such that∫
Jsθ,r(x ∧ y) dµr(y) ≥ 1

Cs
θ,r(E)

for all x ∈ E.

Applying Proposition 3.2 with µ = µr gives that for all sufficiently small r > 0,

Ssθ,r(π
a(E)) . log(1/r) · Cs

θ,r(E).

By taking logarithms and limits,

(3.6) lim inf
r→0

logSsθ,r(π
a(E))

− log r
≤ lim inf

r→0

logCs
θ,r(E)

− log r

and

(3.7) lim sup
r→0

logSsθ,r(π
a(E))

− log r
≤ lim sup

r→0

logCs
θ,r(E)

− log r
.

Hence Lemma 2.1 and Definition 2.4 show that

dimθπ
a(E) ≤ dimC,θE and dimθπ

a(E) ≤ dimC,θE.

This completes the proof of Theorem 1.2(i). �

4. Proof of Theorem 1.2(ii)

We begin with a lemma modified from [6, Lemma 5.4], which allows us to control

Ssθ,r(π
a(E)) from below using the upper bounds on the potentials with respect to the

kernel ψsθ,r(|x− y|). For 0 ≤ s ≤ d, 0 < θ ≤ 1 and 0 < r ≤ 1, define

(4.1) ψsθ,r(∆) =


r−s/θ if 0 ≤ ∆ ≤ r1/θ

∆−s if r1/θ < ∆ ≤ r

0 if ∆ > r

for ∆ ≥ 0.

Note that ψsθ,r(·) is non-increasing.

Lemma 4.1. Let 0 ≤ s ≤ d, 0 < θ ≤ 1, and 0 < r ≤ 1. Let E ⊂ Rd be a non-empty

compact set. If there exist µ ∈ P(E) and a Borel subset F ⊂ E, and γ > 0 such that

(4.2)

∫
ψsθ,r(|x− y|) dµ(y) ≤ γ for all x ∈ F,
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then

Ssθ,r(E) ≥ µ(F )

γ
.

We can view Lemma 4.1 as a potential-theoretic version of the mass distribution prin-

ciple (see [8]).

Proof of Lemma 4.1. Let x ∈ F and r1/θ ≤ δ ≤ r. It follows from (4.1) that ψsθ,r(|x−y|) ≥
δ−s for y ∈ B(x, δ). Then (4.2) implies that

γ ≥
∫
ψsθ,r(|x− y|) dµ(y) ≥

∫
B(x,δ)

ψsθ,r(|x− y|) dµ(y) ≥ µ(B(x, δ))

δs
,

thus

(4.3) δs ≥ µ(B(x, δ))

γ
.

Let {Ui} be a cover of F with r1/θ ≤ |Ui| ≤ r. Without loss of generality we can pick

some xi ∈ F ∩Ui for each i. Then Ui ⊂ B(xi, |Ui|) for each i. Hence by (4.3),∑
i

|Ui|s ≥
1

γ

∑
i

µ(B(xi, |Ui|)) ≥
µ(F )

γ
.

Taking infima over all such covers gives

Ssθ,r(E) ≥ Ssθ,r(F ) ≥ µ(F )

γ
.

This finishes the proof. �

The following lemma is contained in the proof of [19, Lemma 5.1] which verifies the

so-called self-affine transversality in (4.4).

Lemma 4.2 ([19, Lemma 5.1]). Assume ‖Tj‖ < 1/2 for 1 ≤ j ≤ m. Let ρ > 0. Then

for x, y ∈ Σ and r > 0,

(4.4) Ldm{a ∈ Bρ : |πa(x)− πa(y)| ≤ r} .ρ,d Zr(x ∧ y),

where Bρ denotes the closed ball in Rdm centered at 0 with radius ρ.

Next we exploit Lemma 4.2 to relate the integral of a 7→ ψsθ,r(|πa(x) − πa(y)|) to the

kernel Jsθ,r(x ∧ y).

Proposition 4.3. Assume ‖Tj‖ < 1/2 for 1 ≤ j ≤ m. Let ρ > 0, 0 ≤ s ≤ d and

0 < θ ≤ 1. Then for x, y ∈ Σ and 0 < r ≤ 1,

(4.5)

∫
Bρ

ψsθ,r(|πa(x)− πa(y)|) da .ρ,d,θ log(1/r)Jsθ,r(x ∧ y).

Proof. Write L := Ldm for short. By Lemma 4.2,

(4.6) L{a ∈ Bρ : |πa(x)− πa(y)| ≤ r} .ρ,d Zr(x ∧ y).
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Set ∆a := |πa(x)− πa(y)|. Then∫
Bρ

ψsθ,r(∆a) da

=

∫
{a∈Bρ : ∆a≤r1/θ}

r−s/θ da +

∫
{a∈Bρ : r1/θ<∆a≤r}

∆−sa da by (4.1)

= r−s/θL{a ∈ Bρ : ∆a ≤ r1/θ}+

∫ ∞
0

L{a ∈ Bρ : r1/θ < ∆a ≤ r, ∆−sa ≥ t} dt

= r−s/θL{a ∈ Bρ : ∆a ≤ r1/θ}+

∫ r−s/θ

0

L{a ∈ Bρ : r1/θ < ∆a ≤ min{r, t−1/s}} dt

=

∫ r−s/θ

0

L{a ∈ Bρ : ∆a ≤ min{r, t−1/s}} dt

=

∫ r−s

0

L{a ∈ Bρ : ∆a ≤ r} dt+

∫ r−s/θ

r−s
L{a ∈ Bρ : ∆a ≤ t−1/s} dt

.d,ρ r
−sZr(x ∧ y) +

∫ r−s/θ

r−s
Zt−1/s(x ∧ y) dt by (4.6)

= r−sZr(x ∧ y) + s

∫ r

r1/θ

u−(s+1)Zu(x ∧ y) du by taking u = t−1/s

≤
(

1 + s

∫ r

r1/θ

u−1 du

)
Jsθ,r(x ∧ y) by (2.2)

.d,θ log(1/r)Jsθ,r(x ∧ y),

where the last inequality is by s
∫ r
r1/θ u

−1 du = s(1/θ − 1) log(1/r) .d,θ log(1/r). �

Now we are ready to prove Theorem 1.2(ii).

Proof of Theorem 1.2(ii). Our arguments are mainly adapted from the proof of [6, The-

orem 5.1]. We focus on the case of the upper θ-intermediate dimensions while the proof

for the lower θ-intermediate dimensions is similar. By Theorem 1.2(i), it suffices to prove

dimθπ
a(E) ≥ dimC,θE

for Ldm-a.e. a ∈ Bρ and ρ > 0.

Let 0 ≤ s ≤ d. Take a sequence (rk)
∞
k=1 tending to 0 such that 0 < rk ≤ 2−k and

(4.7) lim sup
k→∞

logCs
θ,rk

(E)

− log rk
= lim sup

r→0

logCs
θ,r(E)

− log r
.

By Lemma 2.3, for each k ∈ N there is an equilibrium measure µk on E for the kernel

Jsθ,rk(x ∧ y). Write

γk :=
1

Cs
θ,rk

(E)
=

∫∫
Jsθ,rk(x ∧ y) dµk(x)dµk(y).

Let ρ > 0. Proposition 4.3 implies that

(4.8)

∫∫ ∫
Bρ

ψsθ,rk(|π
a(x)− πa(y)|) da dµk(x)dµk(y) . γk log(1/rk).
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Let ε > 0. Note that there is some A > 0 such that rε/2 log(1/r) ≤ A for all r > 0. Then

summing (4.8) over k ∈ N and using Fubini’s theorem lead to∫
Bρ

∞∑
k=1

(
rεkγ

−1
k

∫∫
ψsθ,rk(|π

a(x)− πa(y)|) dµk(x)dµk(y)

)
da

.
∞∑
k=1

log(1/rk)r
ε
k ≤ A

∞∑
k=1

r
ε/2
k ≤ A

∞∑
k=1

2−kε/2 <∞.

Hence for Ldm-a.e. a ∈ Bρ, there exists Ma > 0 such that∫∫
ψsθ,rk(|u− v|) dπ

aµk(v)dπaµk(u) ≤Maγkr
−ε
k for all k ∈ N.

Then for each k there exists some Borel Fk ⊂ πa(E) such that (πaµk)(Fk) ≥ 1/2 and∫
ψsθ,rk(|u− v|) dπ

aµk(v) ≤ 2Maγkr
−ε
k for all u ∈ Fk.

Lemma 4.1 implies that

Ssθ,rk(π
a(E)) ≥ 1

2
(2Maγkr

−ε
k )−1 &a r

ε
kγ
−1
k = rεkC

s
θ,rk

(E),

thus

lim sup
k→∞

logSsθ,rk(π
a(E))

− log rk
≥ lim sup

k→∞

log
(
rεkC

s
θ,rk

(E)
)

− log rk

= −ε+ lim sup
k→∞

logCs
θ,rk

(E)

− log rk

= −ε+ lim sup
r→0

logCs
θ,r(E)

− log r
by (4.7).

Letting ε→ 0 gives

lim sup
r→0

logSsθ,r(π
a(E))

− log r
≥ lim sup

r→0

logCs
θ,r(E)

− log r
for 0 ≤ s ≤ d.

Finally Lemma 2.1 and Definition 2.4 show that

dimθπ
a(E) ≥ dimC,θE for Ldm-a.e. a ∈ Bρ.

The proof for the lower θ-intermediate dimensions is similar. �

5. Generalized intermediate dimensions

In this section, we will prove Theorem 1.6 through a similar strategy of Theorem 1.2.

In what follows, let Φ: (0, Y )→ (0,∞) be an admissible function for some Y > 0.
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5.1. Generalized intermediate dimensions. Following [1], we introduce the general-

ized intermediate dimensions called the Φ-intermediate dimensions.

Definition 5.1 (Φ-intermediate dimensions). For E ⊂ Rd, its upper Φ-intermediate

dimension is defined by

dimΦE = inf{s ≥ 0: for all ε > 0 there exists r0 ∈ (0, 1] such that for all r ∈ (0, r0),

there exists a cover {Ui} of E such that Φ(r) ≤ |Ui| ≤ r for all i and
∑
i

|Ui|s ≤ ε}

and its lower Φ-intermediate dimension is defined by

dimΦE = inf{s ≥ 0: for all ε > 0 and r0 ∈ (0, 1] there exists r ∈ (0, r0) and

a cover {Ui} of E such that Φ(r) ≤ |Ui| ≤ r for all i and
∑
i

|Ui|s ≤ ε}.

We can describe the Φ-intermediate dimensions by employing a similar approach to

that used in defining the Hausdorff dimension with the aid of the Hausdorff measures.

For s ≥ 0, r > 0, and E ⊂ Rd, define

(5.1) SsΦ,r(E) = inf

{∑
i

|Ui|s : {Ui} is a cover of E with Φ(r) ≤ |Ui| ≤ r

}
.

Lemma 5.2. Let Φ be an admissible function and E ⊂ Rd. Then

dimΦE = inf{s ≥ 0: lim sup
r→0

SsΦ,r(E) <∞} = inf{s ≥ 0: lim sup
r→0

SsΦ,r(E) = 0}

= sup{s ≥ 0: lim sup
r→0

SsΦ,r(E) =∞} = sup{s ≥ 0: lim sup
r→0

SsΦ,r(E) > 0}

and

dimΦE = inf{s ≥ 0: lim inf
r→0

SsΦ,r(E) <∞} = inf{s ≥ 0: lim inf
r→0

SsΦ,r(E) = 0}

= sup{s ≥ 0: lim inf
r→0

SsΦ,r(E) =∞} = sup{s ≥ 0: lim inf
r→0

SsΦ,r(E) > 0}.

Proof. Since E is non-empty, we have S0
Φ,r(E) ≥ 1. Pick any x ∈ E, then E ⊂ B(x, |E|).

Since E is bounded, we have for r ≤ |E|,

SdΦ,r(E) ≤ SdΦ,r(B(x, |E|)) ≤ rdNr(B(x, |E|)) .d rd max{1, |E|
d

rd
} = |E|d,

where the last inequality follows from Lemma 5.4. Note that for 0 ≤ t ≤ s,

(5.2) Φ(r)s−tStΦ,r(E) ≤ SsΦ,r(E) ≤ rs−tStΦ,r(E).

By combining (5.2) with S0
Φ,r(E) ≥ 1 and SdΦ,r(E) . |E|d, we can complete the proof in a

similar manner like the definition of the Hausdorff dimensions (see [8, Section 3.2]). �

Note that by (5.2) a similar proof of Lemma 2.1 shows that

(5.3) dimΦE =

(
the unique s ∈ [0, d] such that lim sup

r→0

logSsΦ,r(E)

− log r
= 0

)
14



if lim supr→0 log r/ log Φ(r) > 0, and

(5.4) dimΦE =

(
the unique s ∈ [0, d] such that lim inf

r→0

logSsΦ,r(E)

− log r
= 0

)
.

if lim infr→0 log r/ log Φ(r) > 0.

5.2. Generalized capacity dimensions and dimension profiles. We begin with the

introduction of some appropriate kernels in the corresponding settings.

Definition 5.3. (kernels) Let Φ be an admissible function.

• In Setting 1.3, let 0 ≤ s ≤ d and 0 < r ≤ 1. Define

(5.5) JsΦ,r(x ∧ y) = max
Φ(r)≤u≤r

u−sZu(x ∧ y) for x, y ∈ Σ,

where Zu(x ∧ y) is defined in (2.1).

• In Setting 1.4 and Setting 1.5, let τ > 0, 0 ≤ s ≤ τ , and 0 < r ≤ 1. Define

(5.6) Js,τΦ,r(|x− y|) = max
Φ(r)≤u≤r

u−sφτu(|x− y|) for x, y ∈ Rd,

where

(5.7) φτu(∆) := min
{

1,
( u

∆

)τ}
for ∆ ≥ 0.

Like Lemma 3.1, we have the following simple geometric fact.

Lemma 5.4. Let B(x,∆) ⊂ Rm be a ball. Then for r > 0,

Nr(B(x,∆)) .m
1

φmr (∆)
.

Proof. Write x = (x1, . . . , xm) and A =
∏m

i=1[xi−∆, xi+ ∆]. Note that A can be covered

by C max{1, (∆/r)m} manly cubes with side length r/
√
m, where C is a constant only

depending on m. This completes the proof since B(x,∆) ⊂ A and the diameter of each

cube with side length r/
√
m is r. �

We proceed by defining the capacities with respect to the above kernels.

Definition 5.5 (capacities). Let X be a compact metric space and K : X×X → (0,+∞)

be a continuous function. For each compact set E ⊂ X, the capacity of E with respect

to the kernel K is defined by

(5.8) CK(E) :=

(
inf

µ∈P(E)

∫∫
K(x, y) dµ(x)dµ(y)

)−1

.

By convention we set CK(E) = CK(E) for every non-compact set E ⊂ X. Thus when it

comes to capacities, without loss of generality we can assume that the underlying set is

compact. In particular, we focus on the following capacities.

• In Setting 1.3, let K(x, y) = JsΦ,r(x ∧ y) (see (5.5)). Define

Cs
Φ,r(E) := CK(E) for E ⊂ Σ.
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• In Setting 1.4 and Setting 1.5, let K(x, y) = Js,τΦ,r(|x− y|) (see (5.6)). Define

Cs,τ
Φ,r(E) := CK(E) for each bounded set E ⊂ Rd.

Now we are ready to define the generalized capacity dimensions called the Φ-capacity

dimensions and the generalized dimension profiles called the Φ-dimension profiles.

Definition 5.6 (Φ-capacity dimensions). In Setting 1.3, let E ⊂ Σ. The upper and lower

Φ-capacity dimensions of E are respectively defined by

dimC,ΦE = inf{s ≥ 0: lim sup
r→0

Cs
Φ,r(E) <∞} = inf{s ≥ 0: lim sup

r→0
Cs

Φ,r(E) = 0}

= sup{s ≥ 0: lim sup
r→0

Cs
Φ,r(E) =∞} = sup{s ≥ 0: lim sup

r→0
Cs

Φ,r(E) > 0}

and

dimC,ΦE = inf{s ≥ 0: lim inf
r→0

Cs
Φ,r(E) <∞} = inf{s ≥ 0: lim inf

r→0
Cs

Φ,r(E) = 0}

= sup{s ≥ 0: lim inf
r→0

Cs
Φ,r(E) =∞} = sup{s ≥ 0: lim inf

r→0
Cs

Φ,r(E) > 0}.

Definition 5.7 (Φ-dimension profiles). In Setting 1.4 and Setting 1.5, let E ⊂ Rd and

τ > 0. The upper and lower Φ-dimension profiles of E are respectively defined by

dim
τ

ΦE = inf{s ≥ 0: lim sup
r→0

Cs,τ
Φ,r(E) <∞} = inf{s ≥ 0: lim sup

r→0
Cs,τ

Φ,r(E) = 0}

= sup{s ≥ 0: lim sup
r→0

Cs,τ
Φ,r(E) =∞} = sup{s ≥ 0: lim sup

r→0
Cs,τ

Φ,r(E) > 0}

and

dimτ
ΦE = inf{s ≥ 0: lim inf

r→0
Cs,τ

Φ,r(E) <∞} = inf{s ≥ 0: lim inf
r→0

Cs,τ
Φ,r(E) = 0}

= sup{s ≥ 0: lim inf
r→0

Cs,τ
Φ,r(E) =∞} = sup{s ≥ 0: lim inf

r→0
Cs,τ

Φ,r(E) > 0}.

Definition 5.6 and Definition 5.7 are justified as follows. Let Ks
Φ,r(x, y) = JsΦ,r(x ∧ y)

or Js,τΦ,r(|x− y|). According to Definition 5.3, for 0 ≤ t ≤ s,

r−(s−t)Kt
Φ,r(x, y) ≤ Ks

Φ,r(x, y) ≤ Φ(r)−(s−t)Kt
Φ,r(x, y).

Then

(5.9) Φ(r)s−tCKt
Φ,r

(E) ≤ CKs
Φ,r

(E) ≤ rs−tCKt
Φ,r

(E).

Since J0
Φ,r(x ∧ y) ≤ 1 and JdΦ,r(x ∧ y) ≥ 1, we have C0

Φ,r(E) ≥ 1 and Cd
Φ,r(E) ≤ 1. Hence

(5.10) 0 ≤ dimC,ΦE ≤ dimC,ΦE ≤ d for E ⊂ Σ.

Let E ⊂ Rd. Since J0,τ
Φ,r(|x− y|) ≤ 1 and for 0 < r < min{1, |E|},

Jτ,τΦ,r(|x− y|) = max
Φ(r)≤u≤r

min

{
1

uτ
,

1

|x− y|τ

}
≥ 1

|E|τ
&τ 1,

we have C0,τ
Φ,r(E) ≥ 1 and Cτ,τ

Φ,r(E) . 1 when r is small. Hence

(5.11) 0 ≤ dimτ
ΦE ≤ dim

τ

ΦE ≤ τ.
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A combination of (5.9), (5.10), and (5.11) justifies Definition 5.6 and Definition 5.7 in

the same way as the proof of Lemma 5.2.

From (5.9), we can characterize the Φ-capacity dimensions and the Φ-dimension profiles

like (5.3) and (5.4) if lim supr→0 log r/ log Φ(r) > 0 and lim infr→0 log r/ log Φ(r) > 0 are

respectively assumed.

Before finishing this subsection, we introduce a function Φα associated with Φ. It is

useful in the proof of Theorem 1.6. For 0 < α ≤ 1, define

(5.12) Φα(r) := Φ(rα)1/α for 0 < r < Y 1/α.

It is readily checked that Φα is admissible.

5.3. Upper bound. We begin with a lemma about the behavior of the capacities under

the Hölder continuous maps.

Lemma 5.8. Let τ > 0 and 0 ≤ s ≤ τ . Let f : Rd → Rm be a map. If there is some

0 < α ≤ 1 such that

(5.13) |f(x)− f(y)| . |x− y|α for x, y ∈ Rd,

then for 0 < r ≤ 1,

(5.14) Js,τΦ,r(|f(x)− f(y)|) &τ Jαs,ατΦα,r1/α(|x− y|).

In particular, for E ⊂ Rd and 0 < r ≤ 1,

Cs,τ
Φ,r(f(E)) .τ C

αs,ατ

Φα,r1/α(E).

Proof. According to (5.6),

(5.15)

Js,τΦ,r(|f(x)− f(y)|)

= max
Φ(r)≤u≤r

u−s min

{
1,

uτ

|f(x)− f(y)|τ

}
&τ max

Φ(r)≤u≤r
u−s min

{
1,

uτ

|x− y|ατ

}
by (5.13)

= max
Φ(r)1/α≤v≤r1/α

v−αs min

{
1,

vατ

|x− y|ατ

}
by letting v = u1/α

= max
Φα(r1/α)≤v≤r1/α

v−αs min

{
1,

vατ

|x− y|ατ

}
by (5.12)

= Jαs,ατ
Φα,r1/α(|x− y|).

This proves (5.14).

Without loss of generality we assume that E is compact. By Lemma 2.3, there is an

equilibrium measure ν ∈ P(f(E)) for the kernel Js,mΦ,r (|u− v|). Then [23, Theorem 1.20]
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gives some µ ∈ P(E) such that ν = fµ. Hence

(5.16)

Cαs,ατ

Φα,r1/α(E) ≥
(∫

Jαs,ατ
Φα,r1/α(|x− y|) dµ(x)dµ(y)

)−1

&τ

(∫
Js,τΦ,r(|f(x)− f(y)|) dµ(x)dµ(y)

)−1

by (5.14)

=

(∫
Js,τΦ,r(|u− v|) dν(u)dν(v)

)−1

= Cs,τ
Φ,r(f(E)).

This completes the proof. �

We now demonstrate how the capacities behave under a map with the modulus of

continuity similar to that of the fractional Brownian motion.

Lemma 5.9. Let τ > 0 and 0 ≤ s ≤ τ . Let f : Rd → Rm be a map. If there exist some

0 < α < 1 and 0 < ∆ < 1 such that

(5.17) |f(x)− f(y)| . |x− y|α log(1/|x− y|) for x, y ∈ Rd with |x− y| ≤ ∆,

then for all sufficiently small r > 0 and x, y ∈ Rd with |x− y| ≤ ∆,

(5.18) Js,τΦ,r(|f(x)− f(y)|) &τ,α [log(1/Φ(r))]−τJαs,ατ
Φα,r1/α(|x− y|).

Let E ⊂ Rd be a bounded set. Suppose further that there is some 0 < β ≤ 1 such that

(5.19) |f(x)− f(y)| . |x− y|β for x, y ∈ E.

Then for all sufficiently small r > 0,

(5.20) Cs,τ
Φ,r(f(E)) .τ,α,β [log(1/Φ(r))]τCαs,αm

Φα,r1/α(E).

Proof. Let x, h ∈ Rd with |h| ≤ ∆. According to (5.6),

(5.21)

Js,τΦ,r(|f(x+ h)− f(x)|)

= max
Φ(r)≤u≤r

u−s min

{
1,

uτ

|f(x+ h)− f(x)|τ

}
&τ max

Φ(r)≤u≤r
u−s min

{
1,

uτ

|h|ατ [log(1/|h|)]τ

}
by (5.17)

= max
Φ(r)≤u≤r

u−s min

{
1,

(
u

−|h|α log|h|

)τ}
.

For Φ(r) ≤ u ≤ r, write

L(u, h) := min

{
1,

(
u

−|h|α log|h|

)τ}
and M(u, h) := min

{
1,

uτ

|h|ατ

}
.

If u ≥ −|h|α log|h|, then L(u, h) = 1 ≥ M(u, h); If u < −|h|α log|h|, then Φ(r) ≤
−|h|α log|h|. Denote g(x) := −xα log x for x > 0. Note that when r is small,

g
(
Φ(r)2/α

)
= − 2

α
Φ(r)2 log Φ(r) ≤ Φ(r) ≤ g(|h|).
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Since g(x) is increasing on (0, exp(−1/α)), we have |h| ≥ Φ(r)2/α. Hence

L(u, h) =

(
u

−|h|α log|h|

)τ
≥
(α

2

)τ
[log(1/Φ(r))]−τ

uτ

|h|ατ
&α,τ [log(1/Φ(r))]−τM(u, h).

This concludes that

L(u, h) &α,τ [log(1/Φ(r))]−τM(u, h) for Φ(r) ≤ u ≤ r, |h| ≤ ∆.

Together with (5.21), we have

Js,τΦ,r(|f(x+ h)− f(x)|) &τ,α [log(1/Φ(r))]−τ max
Φ(r)≤u≤r

u−s min

{
1,

uτ

|h|ατ

}
= [log(1/Φ(r))]−τJαs,ατ

Φα,r1/α(|h|),

where the last equality is by taking v = u1/α. This proves (5.18).

Without loss of generality assume that E is compact. For x, y ∈ E with |x− y| ≥ ∆,

(5.19) implies that

|f(x)− f(y)| . |E|β =
|E|β

∆α
∆α .α,β ∆α ≤ |x− y|α,

thus the calculation in (5.15) shows that for x, y ∈ E with |x− y| ≥ ∆,

Js,τΦ,r(|f(x)− f(y)|) &τ,α,β Jαs,ατΦα,r1/α(|x− y|).

Together with (5.18), we have for x, y ∈ E and sufficiently small r > 0,

(5.22) Js,τΦ,r(|f(x)− f(y)|) &τ,α,β [log(1/Φ(r))]−τJαs,ατ
Φα,r1/α(|x− y|).

Based on (5.22), we apply the arguments in (5.16) to get

Cs,τ
Φ,r(f(E)) .τ,α,β [log(1/Φ(r))]τCαs,ατ

Φα,r1/α(E).

This finishes the proof. �

To apply Lemma 5.9, below we recall Lévy’s modulus of continuity for the fractional

Brownian motion (see e.g., [22, Chp. 18, Eq. (3)]).

Lemma 5.10. In Setting 1.5, let E ⊂ Rd be a bounded set. Then almost surely,

|Bα(x)−Bα(y)| . |x− y|α/2 for x, y ∈ E,

and there exists some 0 < ∆ < 1/10 such that

|Bα(x)−Bα(y)| . |x− y|α
√

log(1/|x− y|) for x, y ∈ E with |x− y| ≤ ∆.

Remark 5.11. In [5, 9], the Hölder continuity of the fractional Brownian motion is

sufficient for obtaining results about the θ-intermediate dimensions. However, for the

Φ-intermediate dimensions, the more precise modulus of continuity in Lemma 5.10 seems

necessary.

Now we are ready to prove the key ingredients in the proof of the upper-bound part of

Theorem 1.6. They are analogous to Proposition 3.2.

Proposition 5.12. Let Φ be an admissible function.
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(i) In Setting 1.3, let E ⊂ Σ be compact and 0 ≤ s ≤ d. Let a ∈ Rdm. If for

0 < r ≤ 1 there exist µ ∈ P(E) and γ > 0 such that∫
JsΦ,r(x ∧ y) dµ(y) ≥ γ for all x ∈ E

then for all sufficiently small r > 0,

SsΦ,r(π
a(E)) .

log(1/Φ(r))

γ
.

In particular,

(5.23) SsΦ,r(π
a(E)) .d,a log(1/Φ(r))Cs

Φ,r(E).

(ii) In Setting 1.4, let F ⊂ Rm be compact and 0 ≤ s ≤ m. If for 0 < r ≤ 1 there

exist µ ∈ P(F ) and γ > 0 such that

(5.24)

∫
Js,mΦ,r (|x− y|) dµ(y) ≥ γ for all x ∈ F,

then for all sufficiently small r > 0,

(5.25) SsΦ,r(F ) .
log(1/Φ(r))

γ
.

In particular, for E ⊂ Rd and V ∈ G(d,m),

(5.26) SsΦ,r(PVE) . log(1/Φ(r))Cs,m
Φ,r (E).

(iii) In Setting 1.5, let E ⊂ Rd be compact and 0 ≤ s ≤ m. Then almost surely for all

sufficiently small r > 0,

(5.27) SsΦ,r(Bα(E)) . [log(1/Φ(r))]m+1Cαs,αm

Φα,r1/α(E).

Proof. (i) follows from a similar proof of Proposition 3.2.

Next we prove (ii) by adapting some ideas of [6] but considering a different kernel

Js,mΦ,r (|x − y|). Write D := dlog(|F |/Φ(r))e. Let x ∈ F . Then F ⊂ B(x, |F |) ⊂
B(x, exp(D) Φ(r)). For simplicity, define

δk = exp(k)Φ(r) for k = 0, 1, 2, . . .

By convention we set δ−1 := Φ(r).

Since Js,mΦ,r (|x − y|) = Φ(r)−s for y ∈ B(x,Φ(r)) and ∆ 7→ Js,mΦ,r (∆) is non-increasing,

by (5.24),

γ ≤
∫
Js,mΦ,r (|x− y|) dµ(y)

=

∫
B(x,δ0)

Js,mΦ,r (|x− y|) dµ(y) +
D∑
k=1

∫
B(x,δk)\B(x,δk−1)

Js,mΦ,r (|x− y|) dµ(y)

≤
D∑
k=0

Js,mΦ,r (δk−1)µ(B(x, δk)).
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Hence for each x ∈ F , there exists some integer k(x) ∈ [0, D] such that

(5.28) Js,mΦ,r (δk(x)−1)µ(B(x, δk(x))) ≥
γ

D + 1
.

By (5.6), we can find some u(x) ∈ [Φ(r), r] such that

(5.29) u(x)−sφmu(x)(δk(x)−1) = Js,mΦ,r (δk(x)−1).

Since

φmu(x)(δk(x)) ≥ exp(−m)φmu(x)(δk(x)−1) &m φmu(x)(δk(x)−1),

it follows from (5.28) and (5.29) that

u(x)−sφmu(x)(δk(x))µ(B(x, δk(x))) &m
γ

D + 1
.

By a rearrangement,

(5.30)
u(x)s

φmu(x)(δk(x))
.m

D + 1

γ
µ(B(x, δk(x))).

Let B := {B(x, δk(x))}x∈F . Then B is a cover of F . For each B = B(x, δk(x)) ∈ B,

write δB := δk(x) and uB := u(x) ∈ [Φ(r), r]. Then (5.30) becomes

(5.31)
usB

φmuB(δB)
.m

D + 1

γ
µ(B) for B ∈ B.

By Lemma 5.4, for each B ∈ B there is a cover ΓB consisting of sets with diameter uB
such that

(5.32) #ΓB .m
1

φmuB(δB)
.

By Besicovitch covering theorem (see [23, Theorem 2.7]), there are B1, . . . ,Bc ⊂ B
covering F such that each Bi is disjoint, where c only depends on m, that is,

F ⊂
c⋃
i=1

⋃
B∈Bi

B

and

B ∩B′ = ∅ for B,B′ ∈ Bi, B 6= B′, i = 1, . . . , c.

Then the collection
⋃c
i=1

⋃
B∈Bi

ΓB covers F and consists of sets with diameters in

[Φ(r), r]. Hence

SsΦ,r(F ) ≤
c∑
i=1

∑
B∈Bi

∑
U∈ΓB

|U |s

=
c∑
i=1

∑
B∈Bi

#ΓB · usB

.m

c∑
i=1

∑
B∈Bi

usB
φmuB(δB)

by (5.32)

.m

c∑
i=1

∑
B∈Bi

D + 1

γ
µ(B) by (5.31)
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.m
D + 1

γ
by each Bi disjoint

.
log(1/Φ(r))

γ

when r is small. This proves (5.25).

Since Lemma 2.3 gives an equilibrium measure µ ∈ P(F ) satisfying (5.24) with γ =

1/Cs,m
Φ,r (F ), it follows from (5.25) that

(5.33) SsΦ,r(F ) . log(1/Φ(r))Cs,m
Φ,r (F ).

Since |PV x−PV y| ≤ |x−y| for each orthogonal projection PV , applying Lemma 5.8 with

α = 1 shows

(5.34) Cs,m
Φ,r (PVE) . Cs,m

Φ,r (E).

Applying (5.33) with F = PVE, we obtain (5.26) from (5.34).

Finally we move to (iii). By Lemma 5.10 and Lemma 5.9, we have almost surely that

Cs,m
Φ,r (Bα(E)) .m,α [log(1/Φ(r))]mCαs,αm

Φα,r1/α(E).

Hence applying (5.33) with F = Bα(E) gives that almost surely,

SsΦ,r(Bα(E)) . [log(1/Φ(r))]m+1Cαs,αm

Φα,r1/α(E).

This completes the proof. �

5.4. Lower bound. We begin with an analog of Lemma 4.1. For 0 ≤ s ≤ d and r > 0,

define

(5.35) ψsΦ,r(∆) =


Φ(r)−s ∆ ≤ Φ(r)

∆−s Φ(r) < ∆ ≤ r

0 ∆ > r

for ∆ ≥ 0.

Lemma 5.13. Let Φ be an admissible function. Let 0 ≤ s ≤ d, 0 < r ≤ 1, and E ⊂ Rd

be a non-empty compact set. If there exist µ ∈ P(E), a Borel subset F ⊂ E, and γ > 0

such that ∫
ψsΦ,r(|x− y|) dµ(y) ≤ γ for all x ∈ F,

then

SsΦ,r(E) ≥ µ(F )

γ
.

Lemma 5.13 follows from a similar proof of Lemma 4.1. Below we provide two lemmas

showing that there are some appropriate transversalities in Setting 1.4 and Setting 1.5,

which are the analogs of Lemma 4.2.

Lemma 5.14 ([23, Lemma 3.11]). In Setting 1.4, let x, y ∈ Rd and r > 0. Then

(5.36) γd,m{V ∈ G(d,m) : |PV x− PV y| ≤ r} .d,m φmr (|x− y|)

where φmr (|x− y|) is as in (5.7).
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Lemma 5.15. In Setting 1.5, let x, y ∈ Rd and r > 0. Then

(5.37) P{|Bα(x)−Bα(y)| ≤ r} .m φαmr1/α(|x− y|).

Proof. By (1.2),

P{|Bα(x)−Bα(y)| ≤ r} ≤ P{|Bα,i(x)−Bα,i(y)| ≤ r for all 1 ≤ i ≤ m}

=

(
1√

2π|x− y|α

∫
|t|≤r

exp

(
− t2

2|x− y|2α

)
dt

)m
≤
(

1

|x− y|α

∫
|t|≤r

1 dt

)m
= 2m

rm

|x− y|αm

.m

(
r1/α

|x− y|

)αm
.

Since P(A) ≤ 1 for all events A ⊂ Ω, we have

P{|Bα(x)−Bα(y)| ≤ r} .m min

{
1,

(
r1/α

|x− y|

)αm}
= φαmr1/α(|x− y|).

This finishes the proof. �

As an analog of Proposition 4.3, the following lemma reveals a unified computational

scheme for the integrals over parameters in various contexts.

Proposition 5.16. Let Φ be an admissible function and 0 < r ≤ 1.

(i) In Setting 1.3, assume ‖Tj‖ < 1/2 for 1 ≤ j ≤ m. Let 0 ≤ s ≤ d and x, y ∈ Σ.

Then ∫
Bρ

ψsΦ,r(|πa(x)− πa(y)|) da .ρ,d log(1/Φ(r))JsΦ,r(x ∧ y)

where Bρ denotes the closed ball in Rdm centered at 0 with radius ρ > 0.

(ii) In Setting 1.4, let 0 ≤ s ≤ m and x, y ∈ Rd. Then∫
G(d,m)

ψsΦ,r(|PV x− PV y|) dγd,m(V ) .d,m log(1/Φ(r))Js,mΦ,r (|x− y|).

(iii) In Setting 1.5, let 0 ≤ s ≤ m and x, y ∈ Rd. Then∫
Ω

ψsΦ,r(|Bα(x)−Bα(y)|) dP(ω) .m log(1/Φ(r))Jαs,αm
Φα,r1/α(|x− y|).

Proof. We begin with a general computational scheme assuming the abstract transver-

sality (5.38). Then the proof is completed by substituting (5.38) with the corresponding

transversality in different settings.

Let (Λ, ν) be a measure space and λ 7→ ∆λ be a measurable function from Λ to (0,+∞).

Suppose

(5.38) ν{λ : ∆λ ≤ r} . Kr for r > 0,
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where r 7→ Kr is a measurable function. According to (5.35),∫
Λ

ψsΦ,r(∆λ) dν(λ)

=

∫
{λ : ∆λ≤Φ(r)}

Φ(r)−s dν(λ) +

∫
{λ : Φ(r)<∆λ≤r}

∆−sλ dν(λ)

= Φ(r)−sν{λ : ∆λ ≤ Φ(r)}+

∫ ∞
0

ν{λ : Φ(r) < ∆λ ≤ r, ∆−sλ ≥ t} dt

= Φ(r)−sν{λ : ∆λ ≤ Φ(r)}+

∫ Φ(r)−s

0

ν{λ : Φ(r) < ∆λ ≤ min{r, t−1/s}} dt

=

∫ Φ(r)−s

0

ν{λ : ∆λ ≤ min{r, t−1/s}} dt

=

∫ r−s

0

ν{λ : ∆λ ≤ r} dt+

∫ Φ(r)−s

r−s
ν{λ : ∆λ ≤ t−1/s} dt

= r−sν{λ : ∆λ ≤ r}+

∫ Φ(r)−s

r−s
ν{λ : ∆λ ≤ t−1/s} dt.

By changing variable with u = t−1/s,

(5.39)

∫
Λ

ψsΦ,r(∆λ) dν(λ)

= r−sν{λ : ∆λ ≤ r}+ s

∫ r

Φ(r)

u−(s+1)ν{λ : ∆λ ≤ u} du

. r−sKr + s

∫ r

Φ(r)

u−(s+1)Ku du by (5.38)

=

(
1 + s

∫ r

Φ(r)

u−1 du

)
max

Φ(r)≤u≤r
u−sKu

≤ (s+ 1) log(1/Φ(r))

(
max

Φ(r)≤u≤r
u−sKu

)
,

where the last inequality follows from
∫ r

Φ(r)
u−1 du ≤ log(1/Φ(r)).

Finally by replacing (5.38) with Lemma 4.2, Lemma 5.14, and Lemma 5.15 respectively,

we finish the proof by (5.39). �

5.5. Proof of Theorem 1.6.

Proof of Theorem 1.6. Based on Proposition 5.12 and Proposition 5.16, the statements

of different settings in Theorem 1.6 result from similar arguments. Hence to avoid repe-

titions while maintaining clarity, we exemplify the arguments by showing (1.4) and (1.5).

Without loss of generality, we assume that E is compact.

For (1.4), we show dimΦPVE ≤ dimm
ΦE while the proof of dimΦPVE ≤ dim

m

ΦE is

similar. Let s > t > dimm
ΦE. Then

(5.40) lim inf
r→0

Ct,m
Φ,r (E) = 0.
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By (1.3), there is some A > 0 such that

rs−t log(1/Φ(r)) ≤ A for r > 0.

Hence by (ii) of Proposition 5.12 and (5.9),

SsΦ,r(PVE) . log(1/Φ(r))Cs,m
Φ,r (E) ≤ rs−t log(1/Φ(r))Ct,m

Φ,r (E) ≤ ACt,m
Φ,r (E).

By (5.40), taking lim infr→0 on both sides of the above inequality implies

lim inf
r→0

SsΦ,r(PVE) = 0.

This shows dimΦPVE ≤ s by Lemma 5.2. Letting s→ dimm
ΦE gives

dimΦPVE ≤ dimm
ΦE.

Next we prove (1.5) by showing that almost surely dimΦBα(E) = 1
α

dim
αm

ΦαE while the

proof for almost surely dimΦBα(E) = 1
α

dimαm
ΦαE is similar. Let s > t > 1

α
dim

αm

ΦαE. Then

(5.41) lim sup
r→0

Cαt,αm

Φα,r1/α(E) = lim sup
r→0

Cαt,αm
Φα,r

(E) = 0.

By (1.3), there is some A > 0 such that

(5.42) r(s−t)/(m+1) log(1/Φ(r)) ≤ A for r > 0.

By (iii) of Proposition 5.12, almost surely,

SsΦ,r(Bα(E)) . [log(1/Φ(r))]m+1Cαs,αm

Φα,r1/α(E)

≤ r(s−t)[log(1/Φ(r))]m+1Cαt,αm

Φα,r1/α(E) by (5.9)

≤ Am+1Cαt,αm

Φα,r1/α(E) by (5.42).

By taking lim supr→0 on both sides, it follows from (5.41) that almost surely,

lim sup
r→0

SsΦ,r(Bα(E)) = 0.

Then dimΦBα(E) ≤ s by Lemma 5.2. Letting s→ 1
α

dim
αm

ΦαE gives

dimΦBα(E) ≤ 1

α
dim

αm

ΦαE.

Hence it suffices to prove that almost surely

(5.43) dimΦBα(E) ≥ 1

α
dim

αm

ΦαE.

Suppose 1
α

dim
αm

ΦαE > 0, otherwise (5.43) holds trivially. Let t < s < 1
α

dim
αm

ΦαE. Take a

sequence (rk) tending to 0 such that 0 < rk ≤ 2−k and

(5.44) lim sup
k→∞

Cαs,αm

Φα,r
1/α
k

(E) = lim sup
r→0

Cαs,αm
Φα,r

(E) > 0.

By Lemma 2.3, for each k ∈ N there is an equilibrium measure µk on E for the kernel

Jαs,αm
Φα,r

1/α
k

(|x− y|). Write

γk :=
1

Cαs,αm

Φα,r
1/α
k

(E)
=

∫∫
Jαs,αm

Φα,r
1/α
k

(|x− y|) dµk(x)dµk(y).
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By (iii) of Proposition 5.16,

(5.45)

∫∫ ∫
Ω

ψsΦ,rk(|Bα(x)−Bα(y)|) dP(ω) dµk(x)dµk(y) . log(1/Φ(rk))γk.

Set ε := s− t. By (1.3), there is some A > 0 such that

(5.46) rε/2 log(1/Φ(r)) ≤ A for r > 0.

Then summing (5.45) over k ∈ N and using Fubini’s theorem lead to∫
Ω

∞∑
k=1

(
rεkγ

−1
k

∫∫
ψsΦ,rk(|Bα(x)−Bα(y)|) dµk(x)dµk(y)

)
dP(ω)

.
∞∑
k=1

log(1/Φ(rk))r
ε
k by (5.45)

≤ A
∞∑
k=1

r
ε/2
k by (5.46)

≤ A
∞∑
k=1

2−kε/2 <∞ by rk ≤ 2−k.

Hence almost surely there exists M > 0 such that∫∫
ψsΦ,rk(|u− v|) dBαµk(v)dBαµk(u) ≤Mγkr

−ε
k for all k ∈ N.

Then for each k ∈ N there is some Fk ⊂ Bα(E) such that (Bαµk)(Fk) ≥ 1/2 and∫
ψsΦ,rk(|u− v|) dBαµk(v) ≤ 2Mγkr

−ε
k for all u ∈ Fk.

It follows from Lemma 5.13 that for each k ∈ N,

(5.47) SsΦ,rk(Bα(E)) ≥ 1

2
(2Mγkr

−ε
k )−1 & rεkγ

−1
k = rεk C

αs,αm

Φα,r
1/α
k

(E).

Finally, almost surely we have

lim sup
r→0

StΦ,r(Bα(E)) ≥ lim sup
k→∞

StΦ,rk(Bα(E))

≥ lim sup
k→∞

r
−(s−t)
k SsΦ,rk(Bα(E)) by (5.2)

& lim sup
k→∞

r
−(s−t)
k rεk C

αs,αm

Φα,r
1/α
k

(E) by (5.47)

= lim sup
k→∞

Cαs,αm

Φα,r
1/α
k

(E) by ε = s− t

> 0 by (5.44)

This shows that almost surely,

dimΦBα(E) ≥ t.

Letting t→ 1
α

dim
αm

ΦαE gives (5.43). �
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6. Final remarks

In the section we give a few remarks.

Firstly, we give a specific example such that the equalities in Theorem 1.2(ii) hold.

Example 6.1. Let F = {fj(x) = Tjx+aj}mj=1 be a IFS consisting of similarities, that is,

Tj = λjOj for some 0 < λj < 1 and orthogonal matrixOj. LetK and π be respectively the

self-affine set and the coding map for F . Suppose that F satisfies the strong separation

condition (SSC), that is, fi(K)∩ fj(K) = ∅ for i 6= j. Then for 0 < θ ≤ 1 and E ⊂ Σ,

(6.1) dimθ π(E) = dimC,θ E and dimθ π(E) = dimC,θ E.

Next we briefly justify Example 6.1 for dimθ, and it is similar for dimθ. Take Φ(r) = r1/θ

and write Js,dθ,r (·) = Js,dΦ,r(·), C
s,d
θ,r (·) = Cs,d

Φ,r(·), and dim
d

θ = dim
d

Φ. Then

(6.2) Cs,d
θ,r (F ) ≤ Ssθ,r(F ) .θ log(1/r)Cs,d

θ,r (F ) for F ⊂ Rd,

where the first inequality is by Lemma 4.1 and ψsθ,r(·) ≤ Js,dθ,r (·) while the second inequality

is by (5.26) with Φ(r) = r1/θ and V = Rd. By Lemma 2.1 and Definition 5.7, it follows

from (6.2) that

(6.3) dimθF = dim
d

θ F for F ⊂ Rd.

Let x, y ∈ Σ. Since F consists of similarities and satisfies SSC,

|π(x)− π(y)| ≈ ‖Tx∧y‖.

Then

Zr(x ∧ y) = min

{
1,

(
r

‖Tx∧y‖

)d}

≈ min

{
1,

(
r

|π(x)− π(y)|

)d}
= φdr(|π(x)− π(y)|),

and so by Definition 5.3,

Js,dθ,r (|π(x)− π(y)|) ≈ Jsθ,r(x ∧ y).

Since π is bi-Lipschitz with respect to the metric d(x, y) = ‖Tx∧y‖ for x, y ∈ Σ,

Cs,d
θ,r (π(E)) ≈ Cs

θ,r(E) for E ⊂ Σ.

Hence by Definition 5.6 and Definition 5.7,

(6.4) dim
d

θ π(E) = dimC,θ E for E ⊂ Σ.

Combining (6.3) and (6.4) gives (6.1).

In [1, Definition 2.7], the admissibility of Φ is assumed in the definitions of the

Φ-intermediate dimensions in some general metric spaces. However, in Theorem 1.6 con-

cerning the Φ-intermediate dimensions in Rd, we may only require that Φ is monotone

and satisfies 0 < Φ(r) ≤ r instead of the admissibility.
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There is no obstruction in adapting the arguments in [14, Section 9] to estimate the

Hausdorff dimensions of the exceptional sets for the Φ-intermediate dimensions. For

example, below we give one such result.

Proposition 6.2. In Setting 1.3, assume ‖Tj‖ < 1/2 for 1 ≤ j ≤ m. Let Φ be an

admissible function satisfying (1.3). Then for E ⊂ Σ and 0 < δ < d,

dimH{a ∈ Rdm : dimΦπ
a(E) < dimC,ΦE − δ} ≤ dm− δ,

and

dimH{a ∈ Rdm : dimΦπ
a(E) < dimC,ΦE − δ} ≤ dm− δ.

Inspired by [6, Corollary 6.4] and [1, Theorem 6.1], we can deduce an interesting

corollary from Theorem 1.6 by proving the analogs of the corollaries in [6, Section 6].

Corollary 6.3. Let E ⊂ Rd be a bounded set. Suppose there is a family of admissible

functions {Ψs} such that dimΨs
E = s and Ψs satisfies (1.3) for s ∈ [dimHE, dimBE].

Then dimBPVE = m for γd,m-a.e. V ∈ G(d,m) if and only if dimH E ≥ m.

A similar result holds for the upper dimensions replacing dimΨE and dimBE with

dimΨE and dimBE, respectively.
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[18] E. Järvenpää, M. Järvenpää, A. Käenmäki, H. Koivusalo, O. Stenflo, and V. Suo-

mala. Dimensions of random affine code tree fractals. Ergodic Theory Dynam.

Systems, 34(3):854–875, 2014.

[19] T. Jordan, M. Pollicott, and K. Simon. Hausdorff dimension for randomly perturbed

self affine attractors. Comm. Math. Phys., 270(2):519–544, 2007.
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